Multivariate multilabel classification with Logistic Regression

Introduction:

The goal of the blog post is show you how logistic regression can be applied to do multi class classification. We will mainly focus on learning to build a multivariate logistic regression model for doing a multi class classification. The data cleaning and preprocessing parts will be covered in detail in an upcoming post.

Logistic regression is one of the most fundamental and widely used Machine Learning Algorithms. Logistic regression is usually among the first few topics which people pick while learning predictive modeling. Logistic regression is not a regression algorithm but actually a probabilistic classification model.

Classification in Machine Learning is a technique of learning where a particular instance is mapped to one of the many labels. The machine learns patterns from data in such a way that the learned representation successfully maps the original dimension to the suggested label/class without any more intervention from a human expert.

Logistic regression has a sigmoidal curve.

Following is the graph for the sigmoidal function:

![](data:image/png;base64,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)

The equation for sigmoid function is:
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It ensures that the generated number is always between 0 and 1 since the numerator is always smaller than the denominator by 1. See below,
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The idea in logistic regression is to cast the problem in the form of generalized linear regression model.
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where ŷ =predicted value, x= independent variables and the β are coefficients to be learnt.

This can be compactly expressed in vector form:
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In its vanilla form logistic regression is used to do binary classification. Multiclass classification with logistic regression can be done either through one-vs-rest scheme or changing the loss function to cross- entropy loss. Multi class classification can be enabled/disabled by passing values to the argument called ‘‘multi\_class’ in the constructor of the algorithm. In the multiclass case, the training algorithm uses the one-vs-rest (OvR) scheme if the ‘multi\_class’ option is set to ‘ovr’, and uses the cross- entropy loss if the ‘multi\_class’ option is set to ‘multinomial’. (Currently the ‘multinomial’ option is supported only by the ‘lbfgs’, ‘sag’ and ‘newton-cg’ solvers.) By default multi\_class is set to ’ovr’.

**Problem Statement :**

Classify a handwritten image of a digit into a label from 0-9. Use multi class logistic regression for this task.

# **About the Dataset :**

The MNIST database of handwritten digits, available from this page, has a training set of 60,000 examples, and a test set of 10,000 examples. It is a subset of a larger set available from NIST. The digits have been size-normalized and centered in a fixed-size image. It is a good database for people who want to try learning techniques and pattern recognition methods on real-world data while spending minimal efforts on preprocessing and formatting.

Four files are available on this site:

* train-images-idx3-ubyte.gz: training set images (9912422 bytes)
* train-labels-idx1-ubyte.gz: training set labels (28881 bytes)
* t10k-images-idx3-ubyte.gz: test set images (1648877 bytes)
* t10k-labels-idx1-ubyte.gz: test set labels (4542 bytes)

|  |  |
| --- | --- |
| **Parameters** | **Number** |
| Classes | 10 |
| Samples per class | ~7000 samples per class |
| Samples total | 70000 |
| Dimensionality | 784 |
| Features | integers values from 0 to 255 |

The MNIST database of handwritten digits is available on the following website: [MNIST Dataset](http://yann.lecun.com/exdb/mnist/)

Import libraries :

|  |
| --- |
| from sklearn.datasets import fetch\_mldata  from sklearn.preprocessing import StandardScaler  from sklearn import metrics  from sklearn.model\_selection import train\_test\_split  from sklearn.linear\_model import LogisticRegression  import pandas as pd  import numpy as np |

Load data :

|  |
| --- |
| # You can add the parameter data\_home to wherever to where you want to download your data  mnist = fetch\_mldata('MNIST original') |

Check loaded data :

|  |
| --- |
| print(mnist.data.shape)  print(mnist.COL\_NAMES)  print(mnist.target.shape)  print(np.unique(mnist.target))  (70000, 784) ['label', 'data'] (70000,) [0. 1. 2. 3. 4. 5. 6. 7. 8. 9.] |

Split data into train / test :

|  |
| --- |
| # test\_size: what proportion of original data is used for test set  train\_img, test\_img, train\_lbl, test\_lbl = train\_test\_split(  mnist.data, mnist.target, test\_size=1/7.0, random\_state=122) |

Standardize the data :

|  |
| --- |
| scaler = StandardScaler()  # Fit on training set only.  scaler.fit(train\_img)  # Apply transform to both the training set and the test set.  train\_img = scaler.transform(train\_img)  test\_img = scaler.transform(test\_img) |

Fit the model :

|  |
| --- |
| model = LogisticRegression(solver = 'lbfgs')  model.fit(train\_img, train\_lbl) |

Validate the fitting :

|  |
| --- |
| # use the model to make predictions with the test data  y\_pred = model.predict(test\_img)  # how did our model perform?  count\_misclassified = (test\_lbl != y\_pred).sum()  print('Misclassified samples: {}'.format(count\_misclassified))  accuracy = metrics.accuracy\_score(test\_lbl, y\_pred)  print('Accuracy: {:.2f}'.format(accuracy))  Misclassified samples: 829 Accuracy: 0.92 |

Way ahead :

The model actually has a 92% accuracy score, since this is a very simplistic data set with distinctly separable classes. But there you have it. That’s how to implement multi-variate multi-class with losgistic regression using scikit-learn. Load your favorite data set and give it a try!. From here, all you need is practice.